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Abstract

Predicting sunspot numbers presents ongoing challenges in fore-
casting, including non-stationary patterns and unclear fluctuation dy-
namics. This study compares traditional methods and hybrid models,
incorporating machine learning techniques, to predict monthly mean
sunspot numbers (MMSNs) from January 1, 1900, to December 31,
2022. Among the traditional methods, ARIMA(5,0,4) demonstrated
performance with an MSE of 580.949, RMSE of 24.103, MAE of 17.19,
and MAPE of 0.511. However, the proposed hybrid model, which com-
bines ARIMA(5,0,4) with additive regression (AR) using Regression
by Discretization (RegbyDisc) based on J48, achieved markedly supe-
rior forecasting accuracy with an MSE of 114.653, RMSE of 10.708,
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MAE of 6.441, and MAPE of 0.438. We employed this hybrid model
to forecast sunspot numbers from January 2023 to December 2025.

1 Introduction

Real-world systems can be complex and difficult to understand, making mea-
surements a crucial component of studying such systems. Time series data is
a commonly used measurement method in fields such as weather and environ-
ment where accurate forecasting is essential [1]. Sunspots are the primary
metric used to measure solar activity. They are characterized by dark areas
on the solar disk [2] and have two primary advantages: they are easily visible
indicators of solar activity and there is a publicly available historical record
of sunspot numbers dating back to 1749 [3], making them a valuable resource
for studying the effects of solar activity on Earth’s environment.
Scientists have been studying historical data on sunspots and associated so-
lar activity for over a century, uncovering a wealth of information about the
sunspot cycle [4]. However, predicting the time series of sunspot numbers
is a challenging area of forecasting that remains an open challenge. Despite
its importance, this time series poses several practical difficulties that must
be addressed, including its nonstationary nature and the unclear dynamics
underlying the fluctuations in cycle amplitude. It is not clear whether the
data represents a noisy limit cycle or whether complex dynamics are at play
[5]. The sunspot cycle profiles exhibit strong deviations from a sinusoidal
shape, with a peak that is pronounced and asymmetrical. Additionally, the
statistical distribution of sunspot numbers departs significantly from a Gaus-
sian distribution [6].
Hybrid Machine Learning (HML) is a two-stage process that integrates mul-
tiple techniques to address model selection challenges and improve time series
forecasting precision [7]. HML recognizes that real-world time series often
exhibit linear and nonlinear patterns, making it difficult to choose the most
appropriate technique for a particular situation[7, 8].
This paper proposes a novel hybrid model that combines ARIMA and AR
method, incorporating RegbyDisc based on J48, for sunspot number fore-
casting.
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2 Sunspots Dataset

In this study, MMSN data were collected from theWorld Data Center Sunspot
Index and Long-term Solar Observations (WDC-SILSO). The data spans
January 1900 to December 2022. The time series covers a period of 123
years, comprising 1476 months, and displays cyclic patterns where the ob-
served values fluctuate in regular periods. Figure 1 displays the time se-
ries plot of MMSNs from January 1900 to December 2022. To forecast the
MMSN, the dataset was split into two subsets: a training set comprising the
initial 90% of rows and a test set encompassing the remaining 10% of rows.

Figure 1: The MMSN spanning from January 1, 1900, to December 31, 2022

3 Methods

3.1 Traditional Methods

Time series analysis involves a variety of statistical techniques that have
been utilized for several decades, known as traditional methods. ARIMA,
in particular, is a widely used and important method for forecasting in di-
verse fields. Notably, many traditional methods can be expressed in terms
of ARIMA with varying orders and coefficients, making ARIMA a unifying
framework that encompasses several traditional techniques.
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3.1.1 ARIMA (p, d, q) model

An ARIMA (p, d, q) model can be defined as a regressive Integrated Mov-
ing Average Autoregressive model. It is distinguished by three parameter
types [9]. The ’p’ parameter represents the number of autoregressive terms
(AR), which predict the variable based on its own lagged values. The ’d’
parameter signifies the number of differences (order) introduced to eliminate
non-stationarity. The ’q’ parameter indicates the number of moving average
terms (MA), which predict the variable based on previous regression errors.

3.2 Machine Learning Methods

3.2.1 Additive regression (AR)

Additive regression as a nonparametric regression technique [10], enhances
the performance of weak prediction models based on a specified criterion. It
achieves this by aggregating contributions obtained from other models. In-
stead of building the base models independently, most learning algorithms
for AR focus on ensuring their mutual complementarity and strive to form an
ensemble of base models that collectively improve predictive accuracy [11].

3.2.2 Regression by Discretization (RegbyDisc)

It refers to a regression approach that involves discretizing the class attribute
into a pre-defined number of bins using equal-width discretization. This
methodology can utilize a distribution classifier or any classifier on a repli-
cated or modified dataset [11].

3.2.3 J48

J48 is a Java-based implementation of the C4.5 decision tree algorithm pri-
marily used for classification tasks. It assigns class labels to instances in
supervised datasets based on their attribute values. J48 constructs decision
trees by analyzing attribute values in the training set and selecting the at-
tribute that best categorizes instances [12].
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3.3 Hybrid Model

The hybrid model Yt consists of two components: the linear component Lt

and the nonlinear component Nt, i.e., Yt = Lt + Nt. The linear compo-
nent Lt is acquired through an ARIMA model. To calculate the model’s
residual at time t, we use the formula εt = Yt − L̂t, where L̂t is the pre-
dicted value of the ARIMA model at time t. The residuals obtained are then
modeled using AR with RegbyDisc based on J48. They can be expressed
as εt = f(εt−1, . . . , εt−n) + ∆t [13]. The AR with RegbyDisc based on J48
captures the nonlinear behavior of the data through a function denoted as f .
The model also includes a random error term ∆t. As a result, the combined
forecast can be expressed as Ŷt = L̂t+ N̂t, where N̂t represents the predicted
value of εt. [13, 14].

4 Results and Discussion

The conducted study focused on developing a reliable hybrid prediction
model for sunspot time series data. The initial step involved selecting an
appropriate traditional model, which led to a thorough analysis of forty-two
forecasting methods. These methods encompassed a range of approaches
such as Linear Regression with Autoregressive Errors, Seasonal Exponential
Smoothing, Winter Method-Additive, Damped Trend Exponential Smooth-
ing, Linear (Holt) Exponential Smoothing, Double (Brown) Exponential
Smoothing, Random Walk with Drift, as well as various types of ARIMA
and SARIMA. The accuracy of these methods was evaluated using essen-
tial metrics, namely Mean Squared Error (MSE), RootMean Squared Error
(RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error
(MAPE). The findings revealed that the ARIMA (5,0,4) model outperformed
other models (Figure 1), demonstrating superior performance in predicting
MMSNs among the traditional methods, with an MSE of 580.949, RMSE of
24.103, MAE of 17.19, and MAPE of 0.511.

To further enhance the accuracy of the predictions, a hybrid model was
proposed. This model combined the traditional ARIMA (5,0,4) model with
various machine learning methods, including multilayer perceptron, support
vector machine, lazy algorithms, random forest, fast decision tree learner,
M5 model tree algorithm, AR, RegbyDisc, J48, and their individual and
combined approaches. Among these algorithms, the combination of AR with
RegbyDisc based on J48 yielded the best results, highlighting its effectiveness
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Figure 2: Actual and ARIMA(5,0,4) Predicted MMSNs

Figure 3: Hybrid Prediction of MMSNs: Training and Testing Comparison
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in capturing the complex patterns within the sunspot time series data. This
phase includes by incorporating an AR model that utilizes RegbyDisc based
on J48. This approach is employed to effectively model the residuals derived
from the ARIMA model. As the ARIMA model primarily captures linear
patterns and may overlook nonlinear structures within the data, the resid-
uals of the linear model can provide valuable insights into the nonlinearity
present in the data.
Figure 3 illustrates a comparison between the actual and forecasted values
using our proposed hybrid model for training and testing MMSNs. The
hybrid model integrates the ARIMA and AR method by utilizing Regby-
Disc based on J48. Notably, our proposed model outperforms the ARIMA
model, demonstrating superior results. The hybrid model achieves the MSE
of 114.653, RMSE of 10.708, MAE of 6.441, and MAPE of 0.438, further
highlighting its improved performance. Leveraging our innovative hybrid ap-
proach, we have conducted solar predictions for the upcoming three years,
revealing an anticipated peak SN of 164.63 for Solar Cycle 25 in December
2024 (Figure 4).

Figure 4: Hybrid MMSN forecasts: Jan 2023 - Dec 2025.
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5 Conclusion

The study aimed to develop a reliable hybrid prediction model for sunspot
time series data from January 1900 to December 2022 and utilized it for fore-
casting from January 2023 to December 2025. After a comprehensive analysis
of forty-two predicting methods, the findings showed that the ARIMA(5,0,4)
model demonstrated superior performance in predicting MMSNs compared to
other traditional methods. To further enhance prediction accuracy, the study
incorporated individuals and combinations of various popular machine learn-
ing algorithms with the ARIMA(5,0,4) model. The proposed hybrid model,
ARIMA(5,0,4)-AR-RegbyDisc-J48, achieved markedly superior results, and
we use it for MMSNs forecasting from January 2023 to December 2025.
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