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Abstract

Employment is the main form of social integration, a factor of

improving living conditions and preventing risks of poverty and vul-

nerability and the most appropriate indicator for assessing the level

of social cohesion in a country. Graduates face every year real com-

petitions to ensure their employability. We live now in a big data era,

where the data is generated every day in large volumes, due to the

use of technologies. But storing this data isn’t the main objective,

we need to use this data and take advantage of it by extracting valu-

able information from it in order to use it and improve a particular

domain. Using data mining techniques will allow us to extract useful

information and ameliorate employability by giving decision makers

opportunities to make it better and predict in the future. In this pa-

per, we present an intelligent system using data mining techniques

on employability data, in a Big Data environment, which we used

Hadoop ecosystem, and for data mining we used Rapid Miner Studio

Educational Version 8.1.000. We presented first the characteristics of

the proposed system, after that we presented the general architecture

of the system and the tools and the technologies used, and finally we

presented the system’s process in details from the data collection till

the results visualization.
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1 Introduction

As data grow, traditional technologies and current database systems cannot
handle this huge amount of data and process it efficiently. Big Data came in
to resolve these problems and to offer solutions in order to efficiently process
this huge amount of data and analyze it. Combination of big data and
data mining can offers a lot of helps and it give opportunities for decision
makers in order to take advantage of the results and predict into the future.
We presented an employability prediction system (EPS), this system process
and analyze data into Hadoop ecosystem using the different technologies that
Hadoop offers, and we used Rapid Miner Studio Educational Version 8.1.000
for data mining. We have a classification problem, classifying graduates into
working and not working. We used Rapid Miner as a data mining tool,
we implemented three classification algorithms, Decision Tree, Regression
logistic and Näıve Bayes. We presented the general architecture of the system
as well as the system’s characteristics and the process phases from the data
collection till the results visualization.

2 Related Work

Many fields now are taking advantage of the powerful use of big data and
data mining and the opportunities offered for future prediction and improve-
ment. Sunitha and Sermakani [1] presented a system using big data and data
mining in order to identify the cloud leakage responsible. They used data
allocation which injects realistic but fake information records for improving
the cloud leakage identification. The main objective of this work is to identify
cloud leakage, provide security of cloud data, and protect the sensitive data
from unauthorized access. Philip [2] presented a framework of knowledge
creation with an objective of helping managers and researchers to under-
stand the conversion of big data turning into knowledge that can be useful,
by proposing elements for helping understand the conversion of big data into
tacit and explicit employee knowledge. Also proposition of a solution for en-
hancing firm’s dynamic capabilities using big data. Chien, Hong, and GUO
[3] proposed a framework having for objective improving the manufacturing
performance and achieve decision making ability of smart factory, by inte-
grating knowledge and decision rules from big data analysis and simulations.
The results they came up with have shown practical viability of the devel-
oped solutions enhancing productivity and flexibility. Founds [4] presented a
framework in a big data environment dedicated for the guide of nursed and
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clinicians in the acquisition, modeling and management of multiomics data
using big data from patients in illness. They propose a way how nurses can
participate in the science and clinical translation of biological systems for
precision health, and the opportunity for the patient to be engaged in their
own care.

3 Big Data, Data mining and Employability

Nowadays, people and things are interconnected all the time, thanks to ad-
vances in communication technologies. The use of smart connected devices,
such as cars with location sensors, smartphones and the use of social me-
dia, generates a lot of the data that the traditional database systems cannot
manage. Big Data offers solutions, it can handle very large amount of data
both structured and unstructured, on a variety of terminals. But the biggest
challenge for Big Data isn’t just storing this data, it is to explore this data
and mine it in order to extract valuable information and knowledge for future
actions. Which is why data mining is the most important process, it helps
to make proactive actions based on the models generated and the knowledge
discovered in order to answer problematic questions and predict in the future.

A lot of institutions and industries use big data and data mining in order
to make their institutions better and ameliorate their conditions. Employa-
bility represents a serious problem for graduates, they face every year a big
competition concerning the professional insertion and it is increasingly diffi-
cult. There are many explanations and causes for this matter, for example
the poor economic performance of the country, the structure of the economy
and its educational system take a big responsibility, or maybe the university
fields of study which makes the professional insertion a bit difficult.

The use of big data and data mining will clarify the view and point the
problems, and will also present solutions like identifying the determinants
responsible of the professional insertion of the graduates, it may be because
of the graduate’s school curriculum, or maybe the job market, or the field of
study chosen by the graduates. Answering such questions could be useful for
graduates as well as researchers and public authorities for a better assessment
of the training quality system and make the necessary readjustments.
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4 The proposed system: Employability Pre-

diction System (EPS)

4.1 The system’s characteristics

Our Employability prediction system (EPS) offers many facilities and oppor-
tunities for decision makers in order to make improvement in the employa-
bility field. After analyzing the data and processing it in Hadoop ecosystem,
this data will be mined with the data mining tool Rapid Miner and we’ll
present models and prediction information for making the future employa-
bility better.

The system will be able to:

• Supply the database with the needed data (baccalaureate, field, diploma,
university, graduates, and graphs);

• Ingest the data from MYSQL database into Hadoop ecosystem;

• Query and process the data into Hadoop using the different technologies
of the Hadoop ecosystem;

• Visualize data and create dashboards into Hadoop in order to under-
stand the data ;

• Apply the data mining process to extract valuable information from
the data;

• Share the results and the graphs generated by the prediction analytics;

• Propose model of employability prediction;

• Propose the variables which have the most impact on the employability;

• Predict if the graduates will be classified as working or not working.

4.2 The global architecture of the system for employ-
ability prediction

Now, we will present the general architecture of our proposed system. The
system is based in Hadoop ecosystem. Hadoop offers a lot of tools and
technologies making the processing and the analytics of the data an easy
task. But, choosing the right technology for the right task is not as easy as it
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Figure 1: Employability Prediction System (EPS)

seems, we present here the architecture of the system, and all the tools and
technologies used, explaining every technology aside and how it works.
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4.2.1 HDFS

HDFS is a distributed file system dedicated to handle big data in combination
with Map Reduce for distributed processing. The massive reliability and
capacity for increasing the data management of the HDFS cluster making
it very efficient in term of handling big data. HDFS handle a large amount
of data in parallel and in fault tolerant manner and it offers an easy and
fast access to data. HDFS presents a lot of advantages, including hardware
scalability, data replication between cluster nodes, concurrent transactions,
availability in case of node failure. It’s based on master/slave architecture.

One of the big advantages of the distributed file system of Hadoop HDFS;
the processing of the chunks of data in parallel, the slave nodes do all of the
work of storing the data and running the computations. The slaves run data
nodes and use the task tracker daemon, which takes instructions from the
master nodes. The task tracker daemon is a slave to the Job tracker, and
the data node daemon is a slave to the name node.

The master nodes on another side supervise the most important cores of
Hadoop, which are storing the data in parallel in HDFS, and process it also
in parallel using Map Reduce. The job tracker coordinates and supervises
the parallel processing of the data using Map Reduce, while the name node
coordinates and supervise the data storage function in HDFS.

4.2.2 Hadoop Map Reduce

As we explained before, Hadoop use HDFS in order to store the data. This
data is stored in a distributed file system (HDFS), so to process this data
Hadoop use Map Reduce to process this data in parallel. Map Reduce is a
programming paradigm allowing the distributed processing in Hadoop clus-
ter. It became dominant concerning the batch-processing, which consist of
taking the input data and divide it into small chunks that are processed in
a parallel manner.

Map reduce consists of two main functions, the Map and the Reduce.
The first function, Mapper, is to process and create several small chunks of
data of key/value pairs that are processed in parallel, and the outputs of the
Mapper function will be shuffling and sorting and making the data ready for
the next phase. The reduce phase, and here the data is aggregated to return
the results.
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4.2.3 Apache HIVE

Apache HIVE is a data warehouse system offered by Hadoop using the
HIVEQL language to query the data stored in Hadoop and to facilitate ad-
hoc querying, aggregation, and the analysis of large volumes of data stored in
Hadoop distributed file systems. Learning HIVEQL is easy for the users who
are familiar with the SQL language. Processing the data stored in HDFS
needs Map Reduce; programming a Map Reduce is not simple, so HIVE also
can convert queries HIVEQL into executable MapReduce jobs on Apache
Tez, which is a framework of execution on Hadoop.

4.2.4 Apache IMPALA

In addition of Apache HIVE, impala also offers SQL syntax in order to send
interactive SQL queries directly on Apache Hadoop data stored on HDFS.
It provides a unified platform and familiar for batch-oriented or real-time
queries. Apache impala offers a lot of advantages, besides the familiar SQL
interface, the ability to query high large amount of data – Big Data- on
Hadoop. Also the ability to data interchange between Impala and HIVE
tables for read and writes, offering an easy analytics on Hive-produced data.

4.2.5 Apache SOLR

Apache SOLR allow the Hadoop user to explore the data stored in HDFS and
discover it, visualize the data and offer a dynamic search of dashboards. It’s
optimized for high volume of data, making it capable of ingesting a massive
amount of data to be available for the user in an intelligent way, in a few
milliseconds.

4.2.6 HUE

HUE offers an interactive interface for analyzing data stored in Hadoop, offer-
ing a lot of features like an Editor for HIVE queries, Impala queries, browser
for jobs designer, OOZIE interface to schedule jobs, etc. HUE offers another
way to interact with Hadoop without the command prompt interaction for
most Hadoop activities. HUE is developed by Cloudera.

4.2.7 Apache OOZIE

Apache OOZIE is a workflow scheduler used to schedule and manage Hadoop
jobs, supporting different types of Hadoop jobs (HIVE, SQOOP, Java MapRe-
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duce, etc.). All sorts of programs involved in the Hadoop cluster can be orga-
nized in a specific order of execution using OOZIE, offering also a mechanism
to run jobs at a given time following a defined schedule.

4.2.8 Apache SQOOP

Apache SQOOP plays an important role in the Hadoop ecosystem, as we
know, applications and websites generally works with relational databases,
which makes them one of the most important sources generating big data.
Apache SQOOP provides interaction between relational databases and HDFS.
It’s designed in order to transfer data between HDFS and relational databases
like Oracle, MySQL, TeraData, SQLITE, etc.

4.2.9 Data mining: Rapid Miner

Data mining refers to the extraction of information and hidden patterns
from the data, but it’s not the only process we need to perform, data mining
involves other processes such as problem understanding, data exploration,
data preparation, modeling, evaluation and deployment. Once all these pro-
cesses are over, we would be able to use this information in order to improve
a particular domain. We chose Rapid Miner which is open source system
dedicated to machine learning and data mining processes, it also integrate
Weka machine learning environment and statistical modeling schemas of the
R project which can be installed as an extension on Rapid Miner.

4.3 The system’s process

In this part, we will present the different phases of our proposed system in
details, describing every phase apart.
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Figure 2: Employability Prediction System (EPS): The process

4.3.1 Data collection

In this phase, we collect the data; we used MYSQL as a relational database
management system (RDBMS). In the next phase, we’ll ingest the data from
MYSQL into Hadoop distributed file system (HDFS) using Apache SQOOP.

4.3.2 Data ingestion

In this phase, we need to put the data into HDFS. The data we have is
in a relational database format, we used SQOOP, which stands for SQL to
HADOOP. First of all, we create a SQOOP job and then we launched it
using the command below:

sqoop job –create create db job

And then we launch the job by executing the following command:

sqoop job –exec create db job

Now the data is transferred from MYSQL and stored into HDFS, it’s
ready to be queried and processed in Hadoop ecosystem.
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4.3.3 Querying and processing the data

Hadoop offers a lot of tools and technologies making the process of the data
easy. Our data now is in HDFS, we can process this data and even send
SQL queries upon Hadoop, in order to see our data and look for the data
problems. We can use the hive shell or the HUE interface.

4.3.4 Search and visualize the data in dashboards

In this phase, we’ll explore and discover the data stored in HDFS by using
graphs and dashboards with Apache SOLR.We used the interface HUE which
making the creation of the dashboards easier and faster.

4.3.5 Workflow and scheduling

In this phase, we’ll schedule the jobs to be executed using Apache OOZIE.
We’ll take for example SQOOP, which is the first step for ingesting the data
from MYSQL database into Hadoop HDFS. Let’s say that we want to launch
the SQOOP job of data ingestion Every week On Monday at 06.30, the
coordinator make sure that the job is execute in the exact same date, by
giving the name of the coordinator as parameter, name of the job to execute
and the time of execution.

4.3.6 Data mining

The most important phase of the process is data mining. In this phase, we’ll
apply the data mining process using Rapid Miner Studio Educational Version
8.1.000. The process involves the following phases: Problem understanding,
data exploration or data understanding, data preparation, modeling and eval-
uation.

Once all this phases are completed, we’ll be able to extract the knowledge
and visualize the results in the next phase of the system’s process.

4.3.7 Results visualization

This is the final phase of the process, where the presentation and interpreta-
tion of the models, presentation of graphs, the variables which have impact
on the objective variable, those results will help decision makers and give
them the opportunity to make proactive actions and predict in the future.
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5 Conclusion

With the advances of technologies, prediction of the future is no longer a
difficult task, the use of big data and data mining resolves every day a lot
of problems and gives decision makers opportunities for improvements. Em-
ployment is one of the biggest problems graduates face every year. Pointing
the problems will present solutions like identifying the determinants respon-
sible of the professional insertion of the graduates, it may be because of the
graduate’s school curriculum, or maybe the job market, or the field of study
chosen by the graduates. Answering such questions could be useful for grad-
uates as well as researchers and public authorities for a better assessment
of the training quality system and make the necessary readjustments. We
presented in this paper an intelligent system using data mining techniques
on employability data, in a Big Data environment, which we used Hadoop
ecosystem, and for data mining we used Rapid Miner Studio Educational
Version 8.1.000. We presented first the characteristics of proposed system,
after that the general architecture of the system and the tools and the tech-
nologies used, and finally the system’s process from the data collection tills
the results visualization.
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